
Journal of Wind Engineering & Industrial Aerodynamics 214 (2021) 104677

0167-6105/© 2021 Elsevier Ltd. All rights reserved.

Atmospheric transport over open-pit mines: The effects of thermal stability 
and mine depth 

Seyedahmad Kia a, Thomas K. Flesch b, Brian S. Freeman c, Amir A. Aliabadi a,* 

a School of Engineering, University of Guelph, Guelph, ON, Canada 
b Department of Earth and Atmospheric Sciences, University of Alberta, Edmonton, AB, Canada 
c Lakes Environmental, Waterloo, ON, Canada   

A R T I C L E  I N F O   

Keywords: 
Atmospheric transport 
Computational fluid dynamics (CFD) 
Open-pit mines 
Thermal stability 
Turbulence 

A B S T R A C T   

A key difficulty in air pollution dispersion modeling and quantifying fugitive emission fluxes of pollutants from 
open-pit mines is that the meteorological fields for such complex terrains cannot be reliably predicted using 
simplistic surface layer theory. In this study, transport phenomena over a shallow (100 m) and a deep (500 m) 
synthetic mine are predicted under thermally unstable, neutral, and stable conditions using CFD modelling. The 
skimming flow is only predicted under the neutral case, while more complex flow patterns emerge otherwise. 
Under the unstable case, the shallow and deep mines induce enhanced mixing downstream of the mine, resulting 
in substantial vertical plume transport and dilution of the pollutants released from the mine. Under the stable 
case, the plume from the shallow mine is restricted to the surface layer downstream of the mine. However, under 
the stable case, the plume from the deep mine rises into the substantial portion of the boundary layer due to 
formation of a standing wave over and inside the mine. The results suggest that the CFD model can predict 
transport phenomena over open-pit mines reliably, so that the meteorological fields may be incorporated in 
operational models to improve accuracy of their predictions.   

1. Introduction 

The extraction of minerals from an open-pit in the ground is a surface 
mining procedure called open-pit mining. The surface mining technique 
can be used when mineral or ore deposits are close to the surface of the 
earth. Mining activities often create large fugitive dust and greenhouse 
gases from the extraction, so it is crucial to understand atmospheric 
transport processes inside and near open-pit mines carefully. The open- 
pit mine is completely different from the usually studied valleys formed 
from fluvial or glacial activity. Air circulations, shear layers, and 
meandering can be created as a result of the existence of an open-pit 
terrain (Silvester et al., 2009). The ventilation of open-pit depends on 
the wind flow characteristics induced by the mine pit (Silvester et al., 
2009; Flores et al., 2014; Bhowmick et al., 2015). Many studies 
measured and analyzed the amount of dust, volatile organic compounds, 
greenhouse gases, and polycyclic aromatic compounds released from 
open pits (Gordon et al., 2015; Li et al., 2017; Baray et al., 2018; Qiu 
et al., 2018; Liggio et al., 2019; Katta et al., 2020; Nambiar et al., 2020b; 
Rodovalho et al., 2020). 

Natural topographical examples similar to the depression of an open- 
pit mine are the Arizona’s Meteor Crater (Whiteman et al., 2008; Lehner 
et al., 2016), Peter Sinks in Utah (Clements et al., 2003), and the 
Gruenloch doline in Austria (Whiteman et al., 2004), all of which have 
been investigated in detail. Meteorological characteristics of such de-
pressions are different from those of homogeneous flat terrain and val-
leys. For example, a temperature-stratified, quiescent, and cool pool of 
air forms at the bottom of such depressions under thermally stable 
conditions during the night (Clements et al., 2003; Whiteman et al., 
2004, 2008, 2008; Lehner et al., 2016). In comparison to flat terrain and 
valleys, the meteorological features inside the depression exhibit 
reduced slope flows, reduced advective transfer with air outside of the 
depression, reduced turbulent sensible heat flux at the bottom surface of 
the depression, change of wind direction from the cool pool to altitudes 
outside the depression, and formation of weak and intermittent turbu-
lent jets on the depression walls near the ground (Clements et al., 2003; 
Whiteman et al., 2004). Also, standing waves or oscillating temperature 
fields have been observed in such depressions, and the temperature 
stratification is noted to disintegrate under high wind conditions 
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(Whiteman et al., 2008; Lehner et al., 2016). The meteorological con-
ditions of such depressions are understood to be influenced by synoptic 
events, seasonal weather variation, topography, and radiative heat 
transfer between the depression and the sky, which is a function of 
depression aspect ratio (Clements et al., 2003; Whiteman et al., 2004). It 
is informative to study if open-pit mines exhibit similar meteorological 
conditions, particularly given the confounding influence of nearby in-
dustrial operations. 

Open-pit mines are used when deposits of commercially useful 
minerals or rocks are found near the surface. For example, most oil sand 
mines are categorized as shallow open-pit mines of less than 100-m 
depth. Deep open-pit mines can be used in coal mining and hard rock 
mining for ores such as copper, gold, iron, aluminum, and many other 
minerals. These kinds of mines are deeper than oil sand mines with more 
than a few hundred meters in depth. To prevent and minimize damage 
and danger from rock falls, the walls of the pit are generally dug on an 
angle less than vertical. This design angle depends on how weathered 
the rocks are, the type of rock, and also how many structural weaknesses 
occur within the rocks, such as faults, shears, joints, or foliations. At the 
side of the pit, a haul road is situated, forming a ramp to let trucks drive, 
carrying ore and waste rock. 

In designing the mine walls, typically the maximum ramp height is 
12 m. A minimum 1-lane road width would be twice a truck width plus 
two windrow widths; a minimum 2-lane road would be 3.5 time a truck 
width plus two windrow widths. For a Komatsu 830e haul truck (7.3 m 
wide) this suggests a ramp of 25 m wide and 10 m tall (single road) or 40 
m wide and 10 m tall (double road). The bench width can vary between 
3 and 30 m depending on the mine type and the overall slope angle of 
the wall. For example, for an oil sand mine, the bench face angle can be 
changed from 20◦ to 30◦ resulting in a bench width of approximately 10 
m. 

The prediction of wind field over complex terrains, such as an open- 
pit mine, are usually based on the numerical solution of the Navier- 
Stokes transport equations and a turbulence model in a domain that 
includes the local terrain (Kim et al., 2000). In the 1990s and early 2000s 
Baklanov (1995, 2000) was the first to propose the need to approach the 
atmospheric transport problem over open-pit mines from a 
multi-physics perspective, highlighting the combination of scales 
involved and the importance of topography. The limitation of the 
availability of observation platforms and the difficulty in acquiring data 
from complex environments have resulted in atmospheric turbulence 
studies to only focus on relatively smooth terrain and horizontally ho-
mogeneous environments (Kato and Hanafusa, 1996; Maurer et al., 
2016; Han et al., 2016; Aliabadi et al., 2018). However, the study of the 
Atmospheric Boundary Layer (ABL) and surface-atmosphere interaction 
over complex terrain is significant for many applications. Horizontal 
gradients of momentum or temperature can be formed by surface het-
erogeneity, which influence or complicate the horizontal and vertical 
transport mechanisms, for instance by slope flows or thermals (Mahrt 
and Vickers, 2005; Medeiros and Fitzjarrald, 2014; Nahian et al., 2020). 
The established model parameterizations of turbulent processes for at-
mospheric flows over smooth and homogeneous surfaces often fail to be 
applied over complex terrain successfully (Roth, 2000). 

Numerical simulation technology is increasingly being employed to 
give advanced warning of potential air quality problems as a result of 
open-pit mining emissions in addition to providing a basis for future 
planning of activities. The initial entrainment and subsequent dispersion 
of fugitive dust and other pollutants present a process complicated by 
the combination of the in-pit topography, the surrounding natural 
topography, and the dynamic nature of emissions from these sites 
(Silvester et al., 2009). 

There is growing interest in applying Computational Fluid Dynamics 
(CFD) to simulate complex micro-meteorological processes inside and 
around open-pit mines. In general, the problem can be described in 
terms of the interaction, within the ABL, between the atmosphere and 
the objects that define the complex surface geometry (Flores et al., 

2013). In high-resolution numerical modeling, equations of the trans-
portation of mass, momentum, energy, and atmospheric species are 
solved to predict the future time evolution of the atmosphere or alter-
natively reconstruct a past state of the atmosphere at high resolution for 
detailed investigation of transport phenomena. The computational cost 
of CFD is dropping as a result of the increasing speed of computers, so 
the amount of physical experimentation can be reduced considerably by 
running CFD models instead. Not only can CFD be used to conduct 
virtual experiments, it can also be used to design physical experiments 
better with increased efficiency (Xu et al., 2017). There have been many 
modeling efforts to understand the turbulence structure of ABL using 
various numerical techniques. 

While Direct Numerical Simulations (DNS) are too computationally 
expensive, and Reynolds-Averaged Navier-Stokes (RANS) or eddy vis-
cosity models suffer from lack of accuracy, Large-Eddy Simulations 
(LES) have been used as a useful alternative numerical tool to simulate 
the ABL with sufficient reliability (Aliabadi et al., 2018). In LES, the 
turbulent eddies of the size of the computational grid cells and larger are 
explicitly resolved, while the effects of the smaller eddies on the large 
ones and the mean flow field are parameterized using Sub-Grid Scale 
(SGS) models (Kumar et al., 2006). LES is able to simulate explicitly the 
complex flows and turbulence structures in ABL in a transient manner. 
Its results can be used to complement field measurements and laboratory 
observations in order to enrich the fundamental understanding of at-
mospheric transport processes (Cheng and Liu, 2011). In low-Reynolds 
number or highly thermally-stable flows, LES can predict the unsteady 
variation in flow and concentration fields more accurately than RANS 
models (Lin et al., 2021). This superiority stems from the fact that LES 
resolves large scales of turbulence that may be the driving forces for 
pollutant dispersion. Therefore, it can provide reliable results in a wider 
range of flows and applications. Complex terrains with topographical 
changes may induce slope flows, flow separations, and re-circulations, 
which can be simulated more successfully using the LES method 
(Flores et al., 2014). In addition to the numerical techniques used in 
hybrid LES methods, Very Large-Eddy Simulation (VLES) is another 
powerful tool to economize the CFD simulations. The concept of VLES, 
originally proposed by Speziale (1998) is one of the earliest hybrid CFD 
methods. The main distinction between VLES and the standard LES is the 
determination of filter width with respect to the grid size. In pure LES, 
the filter width is associated with the grid size, while the filter width in 
VLES can be set arbitrarily at any value between the grid size and the 
large characteristic length-scales of the flow (Labois and Lakehal, 2011; 
Thé and Yu, 2017). Increasing the filter width will reduce the compu-
tational cost of the model at the cost of accuracy. Based on this defini-
tion, the VLES becomes LES when the filter width is set as its lowest limit 
of grid size. Pope (2000) proposed a numerical definition for the 
distinction between LES and VLES. According to Pope (2000), an LES 
with a sufficiently fine grid and filter length should resolve more than 
80% of the Turbulence Kinetic Energy (TKE) everywhere in the domain 
except near-wall regions where wall treatments may be used. In 
contrast, the VLES is defined as a method with coarse grid size and filter 
length that would resolve possibly less than 80% of the TKE in the 
domain. 

The airflow over complex terrains such as mountains, valleys, and 
cavities have been studied to investigate the processes of natural 
ventilation. Baklanov (1995) developed a numerical spatial model of 
turbulent dynamics of the atmosphere over complex topography to 
perform atmospheric transport simulations over an open-pit area using 
LES with an SGS model closure of Smagorinsky-Deardorff. Their study 
aimed to demonstrate the wind flow and the open-pit-atmosphere 
interaction under various thermal stability conditions. They predicted 
formation of tear-off currents, circulation zones, and thermals. In 
another study, Brés and Colonius (2008) characterized two- and 
three-dimensional global instabilities of compressible flow over open 
cavities using a DNS method. They considered cavities that were ho-
mogeneous in the span-wise direction. Their results indicated that the 
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instabilities were hydrodynamic (rather than acoustic) in nature and 
arose from a generic centrifugal instability mechanism associated with 
the mean recirculating vortical flow in the downstream part of the 
cavity. Kang and Sung (2009) performed Particle Image Velocimetry 
(PIV) measurements and Proper Orthogonal Decomposition (POD) 
analysis in turbulent flows over a laboratory-scale open cavity to char-
acterize large-scale vortical structures responsible for self-sustained os-
cillations. Ghoreishi-Madiseh et al. (2017) developed a 
three-dimensional unsteady Local Thermal Non-Equilibrium (LTNE) 
CFD model to evaluate thermal storage and heat transfer between 
ventilation air and a rock pit. Their results suggested that the seasonal 
thermal energy storage of the rock pit could assist thermal management 
in an underground mine and could reduce energy consumption for 
winter heating and summer cooling. Shi et al. (2000) used a 
high-resolution three-dimensional non-hydrostatic CFD model to simu-
late the air circulation inside a 2-km wide and 100-m deep open-pit 
mine. They were able to predict the air circulation inside the cavity, 
which was responsible for the dilution of pollutants inside the pit. Their 
results showed that both mechanical and thermal forcing were impor-
tant mechanisms controlling the evolution of the atmosphere inside the 
pit. Silvester et al. (2009) used a CFD code based on the standard k − ε 
RANS turbulence model to study the mechanically-forced circulations 
developed inside the Old Moor open-pit (1-km wide and 650-m deep). 
They showed that the interaction of the wind sweeping over the cavity 
and the internal atmosphere caused strong mechanical shear near the 
top of the pit. Choudhury and Bandopadhyay (2016) applied a 
three-dimensional numerical simulation to model the flow of air and the 
transport of gaseous pollutants in an Arctic open-pit mine and investi-
gated the effects of low and high wind speeds on the pollutants’ profiles 
in the mine. They showed that while higher velocities of air could 
remove the pollutants from the pit bottom, they could not remove pol-
lutants from the pit entirely, which necessitated artificial mitigation 
measures. 

In general, most CFD studies have considered the case of a thermally 
neutral (not vertically stratified) ambient atmosphere. However, ther-
mal stability has been seen to have a strong influence over flow features 
in complex topography. Bhowmick (2015) used CFD to estimate the 
fugitive dust retention in two idealized open-pit domains for various 
weather conditions in a clear sky. The domains were simulated for both 
summer and winter weather conditions in a high-latitude Arctic and a 
sub-Arctic open-pit mine. The RANS method with a standard k-ε tur-
bulence model was used to simulate the fugitive dust transport in the 
pits. The results showed that the combined effect of mechanical and 
thermal (surface heat flux) forcing during summer conditions cleared 
the fugitive dust from the open-pit mine within 1 h. However, in winter, 
the negative heat flux from the pit surface often lead to an atmospheric 
inversion in the open-pit domain, which resulted in extensive retention 
of fugitive dust for a prolonged duration. Tukkaraja et al. (2016) 
simulated the air temperature inversion conditions in a hypothetical 
open-pit mine using CFD with a RANS method based on the k-ε turbu-
lence model and investigated the effect of the temperature inversion on 
the dispersion of gas and dust particles in the pit. They showed that the 
gas and dust particles were trapped inside the pit under inversion con-
ditions while they were dispersed in the absence of inversion. Joseph 
et al. (2018) studied two distinct open-pit mines for an artificial and an 
actual terrain using CFD. They presented an evaluation of a 
buoyancy-modified k-ε dust dispersion model for predicting fugitive 
dust deposition from a surface quarry. The dust clouds were modeled as 
volumetric emission, and their dispersion were simulated by coupling 
the flow field with stochastic tracking of the particulates. They 
concluded that 1) the in-pit deposition is underestimated without a 
realistic flow field, 2) CFD models of thermally neutral condition are not 
sufficient, requiring analysis of thermally unstable and stable condi-
tions, and 3) in-pit topography and surrounding terrain must be 
considered. 

Some studies simulated the idealized terrain to show the advantages 

and disadvantages of simplified geometry. The LES method by Bhow-
mick (2015) showed that the idealized pits had several advantages over 
the actual pits: idealized domains contained no faceted topography due 
to simplified geometry; mesh quality in numerical simulations was 
better due to the absence of vertices and ridges; acceptable resolution in 
the solution could be achieved with higher grid density compared to an 
actual pit domain due to a planar pit surface; less number of mesh ele-
ments were needed; and statistically stationary flow conditions were 
reached more quickly than the simulation for the actual pit. Flores et al. 
(2014) performed a Detached Eddy Simulation (DES), which combines 
the LES in the domain interior, to resolve large atmospheric eddies, with 
the RANS method near walls, to model transport phenomena near walls, 
using the Open Fields Operations and Manipulation (OpenFOAM) CFD 
simulation package to simulate and predict particle dispersion in an 
idealized mine and an actual open-pit mine in Chile. The idealized pit, 
which was a simplified topography, retained the same general di-
mensions of the Chuquicamata copper mine, but it represented the pit as 
an inverted truncated cone with a superior diameter of 4 km, an interior 
diameter of 1 km, and a depth of 1 km. The simulations were performed 
for three different conditions: 1) thermally neutral condition: air 
advection with mean wind speed of 10 m s− 1 driving mechanical tur-
bulence under isothermal conditions; 2) thermal buoyancy driven con-
dition: air advection with mean wind speed of 1 m s− 1 driving 
mechanical turbulence with surface vertical sensible heat flux of 240 W 
m− 2 driving thermal buoyancy; and 3) thermally unstable condition: 
both air advection (10 m s− 1) and surface heat flux (240 W m− 2) being 
considered. The results showed that the buoyant currents contributed to 
the removal of a large percentage of the particles. 

1.1. Objectives 

This work focuses on the development of a CFD model for wind flow 
and dispersion of area-fugitive gas pollutants for open-pit mines. In 
previous studies, the simulation of over-simplified open-pits (e.g. in the 
form of a cylinder or inverted cone) was conducted over shallow or deep 
mines, while more realistic mine geometries (e.g. kidney shape) and 
variation in mine depth were overlooked. Thermal stability conditions 
appear to play a significant role in forming flow fields and defining the 
complexity of the flow pattern inside and surrounding the pit. The 
neutral condition is studied in many works since wind and temperature 
field patterns are much easier to capture than the thermally unstable and 
stable conditions. The other thermal stability conditions have received 
less attention in the literature. A realistic kidney-shape mine is used in 
this study, and both a shallow (100 m) and a deep (500 m) mine are 
considered. The CFD model is used to simulate conditions where the 
ambient (upwind) flow is thermally unstable, neutral, or stable. An 
important step in the model evaluation is the comparison of the modeled 
flow variables upwind to field data collected upwind of an actual open- 
pit mine. 

1.2. Organization of article 

In the present study, first the details of the CFD model are presented 
with governing equations in section 2.1. Then the methodology to 
quantify the friction velocity and Obukhov length in the CFD model is 
presented in section 2.2. Next, the field observation campaign and the 
instruments deployed are introduced in section 2.3. The observation 
datasets have been used for evaluation of the model. In section 3, the 
result of the simulations for the two types of open-pit mines (shallow and 
deep) under thermally unstable, neutral, and stable conditions are pre-
sented. Section 4 includes the main conclusions and recommendations. 

S. Kia et al.                                                                                                                                                                                                                                      



Journal of Wind Engineering & Industrial Aerodynamics 214 (2021) 104677

4

2. Methodology 

2.1. Computational Fluid Dynamics model 

The VLES method was developed by Aliabadi et al. (2018), and it was 
tested at wind tunnel scale for its predictions of mean momentum 
components, temperature, and various turbulence statistics (Aliabadi 
et al., 2018; Ahmadi-Baloutaki and Aliabadi, 2021). This method is 
implemented in OpenFOAM 4.1. In this method, turbulence at the inlet 
is generated with a vortex method (Aliabadi et al., 2018). This method 
was initially developed by Sergent (2002) and improved by (Xie, 2016). 
The main idea of the vortex method is generation of velocity fluctuations 
in the form of synthetic eddies derived from mean statistical information 
about the flow as a function of space (height above ground) and time. An 
inlet vortex field eliminated the need of a precursor simulation or 
implementation of a cyclic boundary condition at inlet-outlet faces. The 
number of vortices, vortex size, the vorticity, and the vortices life time 
are controlling parameters in this method (Mathey et al., 2006). The 
velocity fluctuations are produced by the vortex method on the inlet 
boundary. The theory is fully developed in the literature (Sergent, 2002; 
Mathey et al., 2006; Benhamadouche et al., 2006; Xie, 2016) and pro-
vides the following velocity fluctuation field for a given time step 
(Aliabadi et al., 2018) 

u(x) =
1

2π
∑N

i=1
Γi
(xi − x) × m
⃒
⃒xi − x|2

⎛

⎜
⎜
⎝1 − e

−
|xi − x|2

2(σi(xi))
2

⎞

⎟
⎟
⎠e

−
|xi − x|2

2(σi(xi))
2
, (1)  

where u [m s− 1] is velocity perturbation at the model inlet that is later 
superimposed on the mean inlet velocity, x [m] is position vector on the 
inlet boundary, N [-] is the number of vortices to be inserted at the inlet, 
i is the index for the current vortex, Γi [m2 s− 1] is the circulation for the 
current vortex, xi [m] is the position vector for the center of the current 
vortex, m [-] is unit vector along the stream-wise direction, and σi(xi) 
[m] is a characteristic length for the radius of current vortex. The ve-
locity fluctuation fields from N [-] vortices are superimposed on the 
mean velocity field to provide an overall perturbation velocity field at 
the inlet. In fluid dynamics and turbulence theory, Reynolds decompo-
sition is a mathematical technique used to separate the mean value of a 
quantity from its fluctuations. For example, for a quantity A, the Rey-
nolds decomposition would be A = A+ a, where A denotes the mean 
value of A and a is the deviation from the mean value due to turbulent 
fluctuations (Müller, 2006). In this paper, Reynolds decomposition is 
applied to all variables. A power-law profile is assumed for the mean 
velocity (Thomas and Williams, 1999) given by 

U(z) = Uref

(
z

zref

)α

, (2)  

where zref [m] is a reference height, Uref [m s− 1] is a reference velocity, 
and α [-] is an exponent parameterized as a function of aerodynamic 
roughness length. The relationship between exponent α [-] and the 
characteristic aerodynamic roughness length of the surface z0 [m] and 
turbulence intensity profile are given as (Aliabadi et al., 2018) 

α =
1

ln
(

zref
z0

), (3)  

Iu(z) =
1

ln
(

z
z0

). (4) 

In atmospheric flows there is a limit to Iu(z) [-] of typically the order 
of unity (Stull, 1988; Nozawa and Tamura, 2002; Aliabadi et al., 2018). 
The parameterization of sub-grid turbulence kinetic energy (ksgs [m2 

s− 2]) is 

ksgs(z) = 1.5
[
U(z)Iu(z)

]2
. (5) 

The characteristic size of the inlet vortices can be approximated by 
the scale of the inlet boundary given by Lin =

2LzLy
Lz+Ly 

[m] for the energy- 
containing eddies. Lz [m] and Ly [m] are inlet height and width. The 
size of the largest energy-containing vortices, i.e. σmax [m], scales with 
Lin [m] as for atmospheric boundary-layer flow simulations the 
boundary-layer height δ [m] is in the order of Lin [m] for economized 
models. The relation between σmax [m] and Lin [m] is established using a 
constant aσ [-], to be defined later, as 

σmax = aσLin. (6) 

The condition of Δ < σmax (Xie, 2016) for the grid spacing Δ [m] 
should be satisfied in the coarsest region of mesh in a VLES simulation. 
This condition enables the VLES to resolve the transport, dynamics, and 
breakdown of the largest eddies in the flow. The size of 
energy-containing vortices or eddies is a function of height and must 
decrease with decreasing height. Energy-containing vortex size is 
parameterized using the mixing length approach of Mellor and Yamada 
(1974) such that 

1
σ(z) =

1
σmax

+
1

κ(z + z0)
, (7)  

where, κ = 0.4 [-] is the von Kármán constant. This formulation implies 
that σ(z) → κz0 as z → 0 and σ(z) → σmax as z → ∞. In the synthetic vortex 
method, σ(z) = σ(x), so the energy-containing eddy size is represented at 
each height above ground, and it is incumbent upon the simulation to 
create the energy cascade, down to the local grid size Δ [m], within a 
short adaptation distance downstream of the inlet. 

A characteristic time for the largest energy-containing vortices or 
eddies can be approximated using scaling. For the largest energy- 
containing eddies, the characteristic velocity U0 [m s− 1] can be 
defined using the power-law and the reference height U0 = azα

ref . For 
such eddies the length-scale can be found using ℓ0 = σmax [m]. The 
Reynolds number of the largest energy-containing eddies can be calcu-
lated with these two scales as Reℓ0 = U0ℓ0/ν [-]. These provide estimates 
for the Kolmogorov length-scale η = ℓ0Re− 3/4

ℓ0 
[m], Kolmogorov velocity 

scale uη = U0Re− 1/4
ℓ0 

[m s− 1], and dissipation rate ε = ν(uη/η)2
[m2 s− 3]. 

The characteristic life time for the largest energy-containing eddies in 
the flow can be given as (Aliabadi et al., 2018) 

τ0(ℓ0) =

(
ℓ2

0

ε

)1/3

. (8) 

This time scale is representative of only the largest eddies. Defining a 
representative time scale for all energy-containing eddies is possible by 
assuming a constant aτ [-], to be adjusted later, given by 

τ = aττ0(ℓ0). (9) 

At the inlet, a new set of vortices can be sampled after every fixed 
number of iterations by use of this time scale. An incompressible tur-
bulent flow based on a one-equation SGS model is considered. The 
dimensionless Navier-Stokes equations are developed and discussed 
below using a reference length-scale such as the boundary-layer height δ 
[m], a reference upstream velocity U0 [m s− 1], a reference temperature 
Θ0 [K], and a reference passive scalar S0 [-]. With this model, the 
transport equations become 

∂Ui

∂xi
= 0, (10)  

∂Ui

∂t
+

∂
∂xj

UiUj = −
∂P
∂xi

−
∂τij

∂xj
+

1
Re

∂2Ui

∂xj∂xj
+ Riδi3, (11)  
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∂Θ
∂t

+
∂

∂xi
UiΘ = −

∂πi

∂xi
+

1
RePr

∂2Θ
∂xi∂xi

, (12)  

∂S
∂t

+
∂

∂xi
UiS = −

∂σi

∂xi
+

1
ReSc

∂2S
∂xi∂xi

, (13)  

∂ksgs

∂t
+ Ui

∂ksgs

∂xi
= P + B − ε + ∂

∂xi

(
2

ReT

∂ksgs

∂xi

)

(14) 

Even though all terms in these equations are explained in detail in 
other works (Li et al., 2010; Aliabadi et al., 2017; Ahmadi-Baloutaki and 
Aliabadi, 2021), all the terms are described briefly here after trans-
forming them from dimensionless to dimensional quantities. The over 
bar notation indicates the spatially-resolved solution for a variable. P =

P∗ +
1
3τii [m2s− 2] is the resolved-scale modified kinematic pressure, 

which is normalized by constant density, where P∗ [m2s− 2] is the 
resolved-scale static kinematic pressure. ksgs[m2s− 2] is SGS TKE. τij =

UiUj − UiUj = − 2νTSij [m2s− 2] is the SGS momentum flux, where Sij =

(

∂Ui
∂xj

+
∂Uj
∂xi

)

[s− 1] is the rate of strain and νT = Ckk1/2
sgs l [m2s− 1] is turbu-

lent viscosity, in which Ck [-] is a constant and l [m] is the SGS mixing 
length to be defined later. πi = UiΘ − UiΘ = − νT

PrT
∂Θ
∂xi 

[m s− 1 K] is the SGS 
kinematic heat flux, where PrT = 0.85 [-] is the turbulent Prandtl 
number. In the logarithmic region, PrT is expected to be a constant for 
fluids with molecular Prandtl numbers of order unity, such as air and 
water (Reynolds, 1975; Li et al., 2015). In this region, PrT should be 
independent of the distances from the wall and can be inferred from the 
slopes of the normalized mean velocity and temperature profiles (Kays, 
1994). It is known, both theoretically and experimentally, that turbulent 
transport of heat in the ABL, relative to turbulent transport of mo-
mentum, is enhanced under thermally unstable conditions due to the 
role of buoyancy. From the extensive laboratory experiments, field ex-
periments, and theoretical work, one expects that the value of PrT should 
range from 0.7 to 0.9 (Li, 2019). Re = U0δ

ν [-] is the Reynolds number, 
ReT = U0δ

νT 
[-] is the SGS model turbulence Reynolds number, Pr = ν

α [-] is 
the laminar Prandtl number, in which α[m2s− 1] is molecular thermal 
diffusivity. Ri = gδΔΘ

ΘU2
0 

[-] is the bulk Richardson number. The SGS 

component of the passive scalar transport is modeled using the 
eddy-viscosity assumption, σi = UiS − UiS = − νT

ScT
∂S
∂xi 

[m s− 1], where ScT =

0.85 [-] is the turbulent Schmidt number. The turbulent Schmidt number 
ScT is a non-dimensional variable, describing the ratio of the turbulent 
transfer of momentum over the turbulent transfer of atmospheric species 
(Koeltzsch, 2000). The suggested range of Schmidt number for ABL 
studies is from 0.5 to 1 (Yakhot et al., 1987; Flesch et al., 2002; Gualtieri 
et al., 2017), with 0.8 being a typical value justified by wind tunnel 
testing and numerical simulations (Yuan et al., 2017). P = −

τijSij [m2 s− 3] is the shear production. B = −
gνθ
Θ

∂Θ
∂z [m2 s− 3] is the buoyant 

production. ε =
Cεk3/2

sgs
l [m2 s− 3] is the dissipation rate. δij [-] is the 

Kronecker-delta function. By using parametrizations for the remaining 
quantities, the turbulence model is closed. Ck [-] is taken to be 0.094, 
and Cε [-] is taken to be 1.048. The length-scale is estimated as a function 
of local grid size but damped near the walls using van Driest damping 
functions to prevent excessive dissipation of TKE near the walls (Van 
Driest, 1956). The length-scale, not near the walls where damping 
functions are used, is formulated as 

l = CΔ(ΔxΔyΔz)1/3
, (15)  

where CΔ [-] is a parameter to control l [m] and therefore the SGS model. 
This SGS model is known as oneEqnEddy in OpenFOAM. 

The inflow is along the x axis, the y axis is in the span-wise direction, 
and the z axis is vertical direction above ground. For velocity, the 

synthetic vortex method is used at the inlet, the no-slip condition is used 
at the domain bottom, slip condition is used on the domain top, and the 
zero-gradient condition is used at the outlet. The mappedField 
boundary condition, which is a tool in OpenFOAM to map the desired 
values to each grid cells, is used to set the potential temperature profile 
at the inlet. This boundary condition provides a self-contained version of 
the mapped condition. It does not use information on the patch; instead 
it holds the data locally (Greenshields, 2016). A spatially-uniform fixed 
value is used for potential temperature on the bottom surface, and zero 
gradient condition is used on the top and outlet surfaces. The map-
pedField boundary condition is also used to set a fixed value of 1 ppm 
for the passive scalar at the bottom of the domain on the footprint of the 
mines. Zero gradient condition is used on the top and outlet surfaces. 
Airflow enters the domain from the west side, and the outlet of the 
domain is on the east side. The cyclic boundary condition is assumed for 
the north and south boundaries for all variables. For the cyclic bound-
aries, two mapped boundaries are needed for both sides. To make the 
boundary condition meet this criterion, at the north and south, the 
domain is expanded from the sides to form two mapped vertical planes. 

For SGS TKE, the atmBoundaryLayerInletK boundary condition, 
which assumes that the entire inlet boundary is in the inertial surface 
layer of ABL, is used at inlet (Stull, 1988). The friction velocity in this 
boundary condition is calculated by assuming the log-law, as 

u∗ =
κUref

ln
(

zref +z0
z0

), (16)  

which then computes a uniform SGS TKE as ksgs = u2
∗/C1/2

μ [m2 s− 2], 
where Cμ = 0.09 [-] is a constant. Much of the TKE is contained in the 
scales resolved by VLES, so it is expected that ksgs [m2 s− 2] will sharply 
drop in the stream-wise direction near the inlet, but it will stabilize in 
the interior of the domain in the stream-wise direction. Specification of 
ksgs [m2 s− 2] in this manner will provide a convenient method to develop 
the inlet condition for the synthetic vortex method. The zero-gradient 
condition is used at the outlet as well as the inlet and outlet for the 
turbulent viscosity. 

At the bottom surface (wall) the nutkAtmRoughWallFunction 
boundary condition is used. This condition modifies the turbulent vis-
cosity near the surface such that 

νT = ν
(

κz+

ln E
− 1
)

, (17)  

where, z+ = u*z/ν [-] is the non-dimensional wall-normal distance, and 
E = (z+z0)/z0 [-]. Based on the environmental flow wall function, the 
chosen wall function for the model is given by (Raupach et al., 1991) 

U+ =
1
κ

ln
(

z + z0

z0

)

≈
1
κ

ln
(

z
z0

)

, (18)  

where z0 [m] is characteristic aerodynamic roughness length of the 
surface, κ = 0.4 [-] is the von Kármán constant, and U+ [-] is non- 
dimensional mean horizontal velocity. For TKE, the following wall 
function, which is known as kqRWallFunction in OpenFOAM, is used 
(Greenshields, 2016) 

ksgs =
u2

τ

C1/2
μ

, (19)  

where Cμ = 0.09 [-] is a constant. The wall function for temperature used 
in the current VLES method is inspired from Aliabadi (2018) that cor-
relates the Θ+ = (Θs − Θ)ρcpuτ/qs [-] (where qs is surface heat flux) and 
the logarithm of z+ [-] via a linear relationship as 

Θ+ =
1
κθ

ln(z+) + Bθ, (20) 
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where κθ = 0.48 [-] is the thermal von Kármán constant, and Bθ = 3.9 [-] 
is a turbulence model constant. However, it is more common to 
formulate the Θ+ [-] based on the U+ [-] as 

Θ+ = PrT
(
U+ +Prf

)
, (21)  

where PrT [-] is the turbulent Prandtl number, and Prf [-] is described by 
Jayatillaka (1969). This wall function is known as alphatJaya-
tillekeWallFunction in OpenFOAM. In the VLES method, turbu-
lent Prandtl number near the wall can be different from the turbulent 
Prandtl number in the interior of the domain. Considering the proposed 
range of 0.3–1 in the literature (Yakhot et al., 1987; Kays, 1994; Li et al., 
2015; Li, 2019)) a turbulent Prandtl number of PrT = 0.3 [-] is chosen for 
the wall treatment in the simulations. 

2.2. Calculation of the CFD model friction velocity and obukhov length at 
the reference height 

According to Monin-Obukhov Similarity Therory (MOST) (Monin 
and Obukhov, 1954), the vertical profiles of wind and temperature in 
the thermally neutral atmospheric surface layer follow a logarithmic 
form, which reduces to zero wind or a fixed surface temperature at 
ground level. However, when thermal stability is taken into account, the 
profile can deviate significantly from the standard thermally neutral 
logarithmic profile (van der Laan et al., 2017; Moradi et al., 2021). In 
MOST, L [m] denotes the Monin-Obukhov length, which defines atmo-
spheric thermal stability, defined as 

L = −
Θ10mu3

∗

κgwθ
, (22)  

where u* [m s− 1] is the friction velocity, Θ10m [K] is the potential tem-
perature at a reference height, κ = 0.4 [-] is the von Kármán constant, 
and wθ [m s− 1 K] is the turbulent sensible kinematic vertical heat flux. 

To compare to observed reference friction velocity and Obukhov 
length, the values of friction velocity and Obukhov length from the CFD 
model are calculated. The CFD model computes the resolved (kres) and 
SGS (ksgs) components of TKE [m2 s− 2] as well as the resolved vertical 
sensible kinematic turbulent heat flux (wθres [m s− 1 K]). These values are 
used, combined with scaling formulations of Panofsky et al. (1977), to 
estimate the total friction velocity and Obukhov length from the model. 
The friction velocity is related to the total TKE via 

ktot = kres + ksgs =
u2
∗

2

(
u2

u2
∗

+
v2

u2
∗

+
w2

u2
∗

)

(23) 

Scaling of terms in the bracket enable calculation of the friction 
velocity as a function of ktot by rearranging this equation. For thermally 
stable and neutral conditions, the terms in the bracket are scaled as 

u2

u2
∗

= b2
u,

v2

u2
∗

= b2
v ,

w2

u2
∗

= b2
w, (24)  

where bu,v,w [-] is 2.5, 2.0, and 1.25, respectively. For the thermally 
unstable conditions, the vertical component of Eq. (23) is scaled using 

w2

u2
∗

= b2
w

(
1 − 3

z
h

)2/3
, (25)  

where z = 10 m is the reference height and h = 1000 m is an assumed 
length scale representing the height of the planetary boundary layer. 
Further, the horizontal components of Eq. (23) can be scaled using 

u2

u2
∗

= b2
u +

0.35w2
∗

u2
∗

, (26)  

v2

u2
∗

= b2
v +

0.35w2
∗

u2
∗

, (27)  

where w*,res [m s− 1] is the convective velocity scale (also known as the 
Deardorff velocity) calculated using h [m], wθres [m s− 1 K], and Θ10m [K] 
(the reference potential temperature) as 

w*,res =

(
hgwθres

Θ10m

)1/3

, (28)  

where g [m s− 2] is gravitational acceleration. The non-linearity of the 
equations above under the thermally unstable condition requires an 
iterative solution for u*. To calculate the Obukhov length, only the 
resolved vertical sensible kinematic turbulent heat flux (wθres [m s− 1 K]) 
is available. Therefore, only the resolved friction velocity (u*res [m s− 1]) 
will be used in the L [m] calculation: 

Lres = −
Θ10mu3

*,res

κgwθres
. (29)  

2.3. Field observations 

The field observation measurements were performed in an open-pit 
mining facility in northern Canada in May 2018 and July 2019. The 
field was located near the Wood Buffalo National Park of Canada. Open- 
pit mining excavations were primarily conducted over the mine area. 
The mine was approximately 100-m deep with a width and length of 
1500 m and 2000 m, respectively. A sonic detection and ranging (sodar) 
device, a Tethered Air Blimp (TAB) (Byerlay et al., 2020; Nambiar et al., 
2020a), and an ultrasonic anemometer were used to determine profiles 
of wind speed and potential temperature as well as friction velocity and 
turbulent sensible heat flux at a reference height of z = 10 m. 

Wind speed and direction were measured with a 4000 series mini 
sodar instrument by Radiometrics Corporation1 with a vertical resolu-
tion of 10 m from 30 m to 200 m altitudes with an output frequency of 
60 min. This acoustic wind profiler had the capacity of measuring wind 
speed from 0 to 50 m s− 1 with an accuracy of ±0.5 m s− 1 and wind 
direction from 0 to 359◦ with an accuracy of ±5◦. 

The customized Tethered Air Blimp (TAB) contained a micro-climate 
sensor called TriSonica™ Mini weather station by Applied Technologies, 
Inc.2 to measure wind speed, wind direction, pressure, temperature, and 
relative humidity with a sampling frequency of 10 Hz (Byerlay et al., 
2020; Nambiar et al., 2020a). It was capable of measuring temperature 
from 248.15 to 353.15 K, wind speed from 0 to 30 m s− 1, pressure from 
50 to 115 kPa, and relative humidity from 0 to 100%. The measurement 
resolution of this mini weather station was ±0.1 m s− 1 for wind speed, 
±1◦ for wind direction, and ±0.1 K for temperature. Moreover, the ac-
curacy of measurement for wind speed was ±0.1 m s− 1, for wind di-
rection was ±1◦, and for temperature was ±2 K. The TAB was launched 
up to an altitude of 200 m from the surface. Meteorological variables 
were statistically sampled every 5 min to produce means of horizontal 
wind speed and potential temperature as a function of time of day and 
height. 

A CSAT 3B ultrasonic anemometer measured the three-dimensional 
wind components and temperature at a sampling frequency of 10 Hz 
as recommended by Aliabadi et al. (2019) from Campbell Scientific Inc.3 

which is used to calculate the turbulent statistics u* [m s− 1] and L [m]. 
The anemometer had the capability of measuring wind speeds up to 30 
m s− 1 and temperature from 243.15 to 323.15 K. The measurement 
resolutions of the ultrasonic anemometer was ±0.001 m s− 1 for 

1 http://radiometrics.com.  
2 http://www.apptech.com.  
3 https://www.campbellsci.ca. 
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horizontal wind, ±0.0005 m s− 1 for vertical wind, ±0.058◦ for wind 
direction, and ±0.002 K for temperature. Moreover, the accuracy was 
±0.08 m s− 1 for horizontal wind, ±0.04 m s− 1 for vertical wind, and 
±10◦ for wind direction. 

The ultrasonic anemometer data were used to choose three pairs of 
friction velocity u* [m s− 1] and Obukhov length L [m] values at the 
upstream of the domain which represented typical thermal stability 
conditions associated with unstable, neutral, and stable cases. Next, the 
selected dates and times were used to retrieve mean horizontal wind 
speed and potential temperature profile data from the sodar and TAB for 
comparison to the CFD model results. This procedure provided a 
consistent approach for model versus observation comparison under the 
three sets of thermal stability conditions. 

2.4. Model geometry and domain size 

In the present work, two sets of synthetic mine geometries, namely 
shallow and deep mines, are simulated to demonstrate the importance of 
mine depths and wall details in determining flow patterns. Fig. 1 shows 
the generated shallow and deep mine geometries based on the stepped 
walls and overall kidney-shape mines. In Table 1 the details of mine wall 
and dimensions are presented. It can be seen that there are two ramps in 
the deep mine and one ramp in the shallow mine. Adding more ramps 
are necessary for the deep mine as the trucks should travel deeper on the 
wall of the mine. The overall slope and bench face angles are sharper for 
the deep mine than the shallow mine to make possible digging in the 
deeper layer. Also, the heights of the benches and ramps are higher for 
the deep mine than the shallow mine. 

The CFD model should simulate the roughness sub-layer in the at-
mosphere, which is approximately five times the roughness element 
height (Aliabadi et al., 2017; Moradi et al., 2021). For example, if the 
domain height is 200 m, the deepest mine that can be simulated is 40 m. 

To simulate a 500 m deep mine, the domain height should be 2500 m. 
Since a 500-m deep mine is investigated, the height of the domain is 
2500 m for all simulations. For both cases, the domain length and width 
are 10000 m and 6000 m, respectively. The mines’ upstream edge is 
located after the half point in the stream-wise direction. This allows for 
an adaptation distance such that flow mean and turbulence statistics 
adopt representative atmospheric conditions before studying transport 
phenomena over the mines. 

2.5. Numerical schemes, solution control, averaging, and probing 

A second-order implicit backward time scheme is used. Gradient 
schemes are based on second-order Gaussian integration with linear 
interpolation. All Laplacian schemes are based on corrected Gaussian 
integration with linear interpolation, which provide unbounded, 
second-order, and conservative numerical behavior. Divergence 
schemes are based on Gaussian integration with linear or upwind 
interpolation, depending on the variable of interest (Greenshields, 

Fig. 1. a) Shallow and b) deep synthetic mine geometries, c) shallow and d) deep synthetic mine walls.  

Table 1 
Dimensions of the stepped shallow and deep mines.  

Geometry Dimension 

Shallow Mine Deep Mine 

Overall Slope Angle 30◦ 50◦

Bench Face Angle 60◦ 70◦

Mine Depth 100 m 500 m 
Mine Length 1500 m 1500 m 
Mine Width 2000 m 2000 m 
Bench Height 10 m 25 m 
Bench Width 10 m 10 m 
Ramp Height 10 m 25 m 
Ramp Width 25 m 25 m  
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2016). 
Throughout all simulations, time-steps are chosen so that the 

maximum Courant number satisfies Co = Δt
⃒
⃒
⃒U
⃒
⃒
⃒/Δx < 0.1 [-]. The 

pressure matrix is preconditioned by the diagonal incomplete Cholesky 
technique and solved by the preconditioned conjugate gradient solver. 
Other variables are preconditioned by the diagonal incomplete-lower- 
upper technique and solved by the preconditioned bi-conjugate 
gradient solver. The pressure-linked equations (i.e. equations that 
have a pressure term) are solved by a hybrid method consisting of two 
algorithms: 1) the pressure-implicit split-operator method and 2) the 
semi-implicit method (Greenshields, 2016). 

In Table 2 the important input variables of the VLES method are 
presented. The potential temperature difference (top minus bottom) at 
the inlet for the thermally unstable and stable conditions are set to − 2 K 
and +5 K, respectively. This potential temperature difference is set be-
tween the surface up to 100 m, and after that, the potential temperature 
is constant to the top of the domain. The filter size parameter (CΔ) [-] is 
chosen to be higher for thermally unstable conditions than the thermally 
neutral and stable conditions. A smaller CΔ [-] causes less turbulence 
fluctuation near the surfaces, where turbulence is mostly modeled. In 
the thermally stable conditions, the atmosphere is calmer than the 
thermally unstable conditions and a smaller CΔ [-] helps the model to 
represent the thermally stable condition better. The length-scale and 
time-scale constants (aσ [-] and aτ [-]) are set to 1 and these constants 
remained fixed for all thermal stability conditions. As the Turbulence 
Intensity (TI) decreases with increasing thermal stability, less turbulence 
is injected in the domain. The TI tends to be higher in thermally unstable 
conditions, than in the thermally stable conditions (Hansen et al., 2012; 
Aliabadi et al., 2017). In the present simulations, higher TI is chosen for 
the thermally unstable conditions (TI = 0.3 [-]) than the thermally 
neutral or stable conditions (TI = 0.1 [-]). Surface roughness is z0 = 0.3 
m all over the domain, which creates a uniform aerodynamic roughness 
for all surfaces (Raupach et al., 1991). To create the desired power-law 
velocity profile, two parameters (Uref [m s− 1] and zref [m]) are used to 
define the inlet wind profile. It should be noted that the combination of 
Uref and zref affect the velocity profile at the inlet. 

After the flow passes over the domain in the stream-wise direction 
once with a time step of 0.1 s, the simulations are extended for an 
additional two flow passes over the domain with a time step of 0.01 s to 
obtain statistical information by time averaging. Note that with a finer 
time step of 0.01 s, the solution is extracted at a sampling rate of 0.1 s to 
match the ultrasonic anemometer sampling frequency (10 Hz). Note that 
one pass can be interpreted as the characteristic flow time in the stream- 
wise direction, and multiple characteristic flow times must be reached 
before obtaining statistical information about the flow. The smaller time 
step in Table 2 helps extracting more accurate averages for comparison 
to observations. The averaging period is set to 15 min. 

To statistically sample the flow characteristics in order to compare 
the model results with field measurements, two sets of probes are 
inserted inside the domain. To analyze the upstream and downstream 
surface-layer profiles, the first set of probes are used. These are 
distributed on 10 profiles (P1 to P10), which are located in the central 
axis at y = 3000 m to the west and east sides of the mine. Each profile is 

100 m tall with 5-m probe spacing in the vertical direction. The second 
set is additional probes on profiles (P11 to P13) inside the mine that 
extend up to 100 m altitude above grade. The probe spacing on these is 
every 5 m. The probing setup can be seen in Fig. 2. 

2.6. Grid resolution 

The computational grid is generated using the snappyHexMesh 
utility provided in OpenFOAM 4.1. The vertical mesh is refined inside 
the mine and near the surface to resolve the energy cascade as much as 
possible close to the ground and inside the mine. The mesh discretiza-
tion in the vertical direction is set to be 2 m from the bottom of the mine 
to 100 m above grade (Vertical Region 1 in Table 3); then it increases to 
30 m up to 1000 m above ground (Vertical Region 2 in Table 3), and 
finally, it is set to 75 m up to the top of the domain (Vertical Region 3 in 
Table 3). The cells are produced with wall-normal dimensions (z+ [-]) of 
between 200 and 2000 adjacent to the surface. The z+ [-] is the distance 
in wall units between the centroid of the first cell and the wall. Various 
upper limits have been reported for the z+ [-] to satisfy the log-law. 
Conservative estimates suggest z+ < 500–1000 applicable to smooth 
and very rough walls with intercept adjustments (Blocken et al., 2007). 
Non-conservative upper limits have been shown to exhibit a near 
log-law behaviour for z+ → 10000 [-] (Kays and Crawford, 1993). 
However, it is impossible to satisfy this criterion everywhere when 
processes of flow separation and attachment occur. The mesh in the 
horizontal direction is divided into two sections. First, a very fine mesh 
is generated surrounding the mine area from x = 2500 m to 9000 m that 
extends to the edges of the domain with a grid spacing of 50 m by 50 m 
(Horizontal Region 1 in Table 3). Second, a coarse mesh is used near the 
inlet (x = 0 m to 2500 m) and outlet (x = 9000 m to 10000 m) of the 
domain, with a grid spacing of 170 m by 170 m (Horizontal Region 2 in 
Table 3). This kind of mesh is generated to simulate the flow more 
accurately in the sensitive areas, which is close to the center of the 
domain and, in the meantime, to avoid high computational cost else-
where. A sensitivity analysis on the mesh is performed to select the best 
cell number for each mine type. Four different numbers of mesh ele-
ments in horizontal and vertical directions (Table 3) are generated for 
the shallow mine under the thermally unstable case. For each case, the 
velocity and potential temperature profiles on P3 (Fig. 2) are plotted and 
compared with the observations of TAB (Fig. 3). By looking at Fig. 3, it is 
evident that the profiles associated with 0.5M and 1M cells deviate from 
the profiles of the observation, while results associated with 1.6M and 
2M simulations are closer to the observations. 

Table 4 shows the Bias=
∑n

i=1
(Mi − Oi)

n and Root Mean Square Error 

(RMSE)=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑n
i=1

(Mi − Oi)
2

n

√

of mean horizontal velocity and potential tem-

perature profiles predicted by CFD (Mi) in comparison to observed TAB 
data (Oi). The Bias and RMSE of the cases with 1.6M and 2M mesh el-
ements are lower than other cases. It is confirmed that the selected mesh 
resolution with 1.6M cells provides better accuracy than the lower res-
olution simulations, and similar to the 2M cell simulation. Hence, the 
grid spacing associated with the 1.6M cells is chosen for the rest of the 
simulations. 

Table 2 
CFD input variables for different thermal stability and mine depth simulation cases.  

Thermal Stability Conditions  Mine Type CΔ [-] aσ[-] aτ [-] TI [-] z0 [m] Uref [m s− 1] zref [m] Time Step 1 [s] Time Step 2 [s] 

Unstable (ΔΘ = − 2 K)  Shallow 1 1 1 0.3 0.3 3.5 500 0.1 0.01  

Deep 1 1 1 0.3 0.3 3.5 500 0.1 0.01 
Neutral (ΔΘ = 0 K)  Shallow 0.5 1 1 0.1 0.3 10 100 0.1 0.01  

Deep 0.3 1 1 0.1 0.3 10 100 0.1 0.01 
Stable (ΔΘ = + 5 K)  Shallow 0.001 1 1 0.1 0.3 4 20 0.1 0.01  

Deep 0.001 1 1 0.1 0.3 4 20 0.1 0.01  
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3. Results and discussion 

3.1. Comparison against observations 

Table 5 shows the values selected for friction velocity u* and Obu-
khov length L from the observation to compare the CFD simulations to 
field observations taken at the actual mine site. The predictions of the 
CFD model are shown for profile P3 as a representative upstream 

Fig. 2. Top view of probing locations.  

Table 3 
Different mesh grading options in the horizontal and vertical regions of the 
simulation domain.   

Horizontal 
Region 1 

Horizontal 
Region 2 

Vertical 
Region 1 

Vertical 
Region 2 

Vertical 
Region 3 

CFD 
(0.5M 
cells) 

dx = dy =
500 m 

dx = dy =
200 m 

dz = 20 m dz = 80 m dz = 150 
m 

CFD (1M 
cells) 

dx = dy =
300 m 

dx = dy =
100 m 

dz = 10 m dz = 60 m dz = 100 
m 

CFD 
(1.6M 
cells) 

dx ¼ dy ¼
170 m 

dx ¼ dy ¼
50 m 

dz ¼ 2 m dz ¼ 30 
m 

dz ¼ 75 
m 

CFD (2M 
cells) 

dx = dy =
150 m 

dx = dy =
40 m 

dz = 1.5 
m 

dz = 25 m dz = 60 m  

Fig. 3. a) Mean horizontal velocity (U) and b) potential temperature (Θ) profiles at P3 versus observations with different cell numbers for the thermally unstable 
shallow mine simulation. 

Table 4 
Bias (RMSE) for mean horizontal velocity (U) and potential temperature (Θ) 
calculated for CFD on profile P3 with different cell numbers versus observations; 
data reported for the shallow mine case under thermally unstable condition.   

Bias (RMSE) of U [m s− 1]  Bias (RMSE) of Θ [K]  

CFD (0.5M cells) − 1.09 (1.17) − 0.49 (0.83) 
CFD (1M cells) − 1.33 (1.36) 0.28 (0.34) 
CFD (1.6M cells) 0.44 (0.84) − 0.19 (0.33) 
CFD (2M cells) 0.51 (0.88) − 0.18 (0.30)  
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location that is far enough from the inlet (for flow to adapt to surface 
layer characteristics) and far enough from the edge of the mine (for flow 
not to be influenced by the structure of the flow in the mine). Overall, 
the agreement between CFD results and the field observations is better 
for the shallow mine in comparison to the deep mine. The lower level of 
agreement for the deep mine is due to more complex flow patterns and 

will be investigated further in the subsequent analysis. 
Figs. 4–6 show the upstream vertical profiles of mean horizontal 

wind speed and potential temperature as measured by the observations 
and predicted by CFD simulations under the thermally unstable, neutral, 
and stable conditions, respectively. Note that for the thermally neutral 
case, the potential temperature is uniform everywhere in the domain, so 
it is not plotted. Table 6 shows the Bias and RMSE of mean horizontal 
wind speed and potential temperature calculated for CFD versus ob-
servations. It must be noted that both the TAB and sodar instruments 
sampled the atmosphere over finite times, typically about 30–60 min for 
each record (Nambiar et al., 2020a). The finite temporal averaging has 
resulted in some scatter in the observation data for each profile. 
Therefore, these profiles should be studied for their bulk estimates of 
potential temperature and wind speed. Obtaining smooth profiles from 
these measurements would have required analysis of larger datasets for 
temporal averaging over multiple records meeting the same pair of 
friction velocity and Obukhov length values. However, due to the 
limited dataset, this was not possible. Nevertheless, the bulk measures of 
the atmospheric variables serve as a basis for the evaluation of the CFD 
model. 

For the thermally unstable case (Fig. 4), the agreement between 
observations and CFD in potential temperature profiles can be examined 
using Bias (RMSE) for the shallow and deep mines as 0.04 (0.18) and 
− 0.11 (0.17) K, respectively, corresponding to profiles P1 to P3. The 
agreement in the horizontal wind speed profiles can be reported using 

Table 5 
Friction velocity and Obukhov length: observed and predicted by CFD on profile 
P3; data reported for shallow and deep mine cases; data reported under various 
thermal stability conditions.  

Mine Type  Observed CFD (P3) 

Thermally unstable 
Shallow u*,10 m [m s− 1] 0.25 0.29  

L10 m [m] − 11.00 − 11.60 
Deep u*,10 m [m s− 1] 0.25 0.33  

L10 m [m] − 11.00 − 27.18 
Thermally neutral 
Shallow u*,10 m [m s− 1] 0.46 0.46  

L10 m [m] – – 
Deep u*,10 m [m s− 1] 0.46 0.52  

L10 m [m] – – 
Thermally stable 
Shallow u*,10 m [m s− 1] 0.12 0.26  

L10 m [m] 9.00 9.36 
Deep u*,10 m [m s− 1] 0.12 0.23  

L10 m [m] 9.00 31.45  

Fig. 4. Mean horizontal wind speed (U) and potential temperature (Θ) profiles predicted by CFD (P1 to P5) and measured using observations (TAB, sodar) for 
thermally unstable shallow (a and b) and deep (c and d) mine cases. 
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Bias (RMSE) for the shallow and deep mines as 0.35 (0.70) and 0.60 
(0.78) m s− 1, respectively, by taking the average of error statistics using 
the TAB and sodar datasets as corresponding to profiles P1 to P3. From 

the plots, wind speed profile P5 in the deep mine case deviates from the 
rest of the profiles. Profile P5 is the closest profile to the mine, and it is 
the most affected by modification of the flow structure in the mine 

Fig. 5. Mean horizontal wind speed (U) profiles predicted by CFD (P1 to P5) and measured using observations (sodar) for thermally neutral shallow (a) and deep (b) 
mine cases. 

Fig. 6. Mean horizontal wind speed (U) and potential temperature (Θ) profiles predicted by CFD (P1 to P5) and measured using observations (TAB, sodar) for 
thermally stable shallow (a and b) and deep (c and d) mine cases. 
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(mainly circulation of flow). The alteration of the flow structure in the 
mines will be discussed in subsequent sections in detail. For the ther-
mally neutral case (Fig. 5), the agreement in the horizontal wind speed 
profiles predicted by CFD versus the observations can be reported using 
Bias (RMSE) for the shallow and deep mines as 0.21 (0.71) and 0.19 
(0.53) m s− 1, respectively, corresponding to profiles P1 to P3. It can be 
seen that the presence of the mines and the alteration of the flow 
structure in the cavity influences the horizontal wind speed profiles 
closer to the mines (P3–P5). For the thermally stable case (Fig. 6), the 
agreement between observations and CFD in potential temperature 
profiles can be reported using Bias (RMSE) for the shallow and deep 
mines as 0.28 (0.35) and 0.13 (0.25) K, respectively, corresponding to 
profiles P1 to P3. The agreement in the CFD wind speed profiles versus 
the observations can be reported using Bias (RMSE) for the shallow and 
deep mines as 0.60 (1.23) and 0.80 (1.10) m s− 1, respectively, by taking 
the average of error statistics using the TAB and sodar datasets as cor-
responding to profiles P1 to P3. It appears that CFD overpredicts wind 
speed in the lower portion of the surface layer. Similar to the thermally 
unstable case, in the thermally stable case the horizontal wind speed 
profile P5 for the deep mine case is affected more significantly by the 
structure of the flow in the mine compared to the shallow mine case, so it 
deviates from other profiles. 

Focusing on the CFD results, on average, the Biases for wind speed 
and the potential temperature upstream of the mine are under 0.70 m 
s− 1 and 0.2 K, respectively, which imply that the model has the skill to 
simulate the mean wind speed and potential temperature in the surface 
layer reasonably well. The thermally unstable cases have the lowest Bias 
and RMSE compared to the thermally neutral and stable cases. The 
relative success of LES in simulating convective boundary layers versus 
thermally stable boundary layers has been noted in previous studies. In 

thermally stable boundary layers, the buoyancy forces caused by ther-
mal stratification have a stabilizing effect on the boundary layer by 
suppressing turbulent transport specially in the vertical direction (van 
der Laan et al., 2017). The damping of turbulent motions by thermal 
stratification results in generally low turbulence levels along with 
small-scale eddies populating the boundary layer (Huang and Bou-Zeid, 
2013). Most of the successful LES studies of ABL have been conducted on 
convective boundary layers, which have large energy-containing eddies 
in the order of the size of the boundary layer height (Gavrilov et al., 
2011; Sandham and Waite, 2015; Han et al., 2019). The success of these 
LES method is mainly attributed to the dominance of the large-scale 
structures in the convective boundary layer (Sandham and Waite, 
2015; Ponomarev et al., 2007). On the other hand, LES of stable 
boundary layers requires higher grid resolutions and more accurate SGS 
models to simulate the relatively small boundary-layer turbulence scales 
reasonably well (Huang and Bou-Zeid, 2013). This requirement may not 
be satisfied in practical simulations, possibly explaining the lower level 
of agreement for the thermally stable cases simulated here. 

3.2. Spatial variability of fields 

Fig. 7 shows the spatial variability of the wind velocity vectors and 
magnitude contours. The plots are shown for a vertical slice of the 
domain through the center of the mine (y = 3000 m). Skimming flow 
typically occurs over deep cavities with walls packed close to one 
another with a small horizontal space between them. Such depressions 
tend to trap stable vortices and contain pockets of “isolated air”. In such 
cases, the surface tends to act as if it were aerodynamically smooth 
(Perrier et al., 1972). In the skimming flow regime, the fluid flows down 
the stepped face of the depression as a coherent stream, and mainly 
skimming over the steps and cushioned by the recirculating fluid trap-
ped between the faces of the depression. Also, the energy dissipation in 
the flow appears to be enhanced by the momentum transfer to the 
recirculating fluid (Rajaratnam, 1990). In the current simulations, the 
skimming flow over the mine is only predicted under the thermally 
neutral condition. In this case flow circulations are predicted inside the 
mine, but they do not influence the flow structure outside the mine 
significantly. This is in agreement with another CFD study of a deep 
mine under thermally neutral conditions by Flores et al. (2014) (their 
Fig. 3a). 

Under thermally unstable or stable conditions many complexities in 
the flow structure are noted by the present simulations. Under the 
thermally unstable conditions, flow circulations are observed for both 
the shallow and deep mines although the circulation pattern is more 
effective for the deep mine. Further the circulation pattern inside the 
mine influences the flow structure outside the mine, in agreement with 
CFD study of Flores et al. (2014) (their Fig. 3e). Such flow patterns result 
from topographical changes in the land, as they were simulated using 
the Weather Research and Forecasting (WRF) model by Nahian et al. 
(2020) (their Fig. 7f) in a mine field comparable to the shallow mine in 
this study. Under thermally stable conditions similar circulations were 
simulated by Nahian et al. (2020) (their Fig. 7e) and observed in a real 
earth depression comparable to the deep mine by Clements et al. (2003) 
(their Fig. 11). Under the thermally stable conditions, the wind speed 
inside the shallow mine is reduced compared to the surroundings. This is 
in agreement with simulations of Nahian et al. (2020) (their Fig. 7e). The 
meteorological conditions of such depressions are understood to be 
influenced by modified topography, loss of advective momentum 
transfer with the surrounding atmosphere, and reduced turbulent sen-
sible heat flux at the bottom of the mine (Clements et al., 2003; 
Whiteman et al., 2004). Under the thermally stable conditions, the wind 
speed inside the deep mine is enhanced compared to the surroundings 
due to the formation of a standing wave. This is in agreement with ob-
servations in a real earth depression comparable to the deep mine by 
Lehner et al. (2016) (their Figs. 2 and 10). They observed that the flow 
across the deep earth depression generates a deep wave in the lee side of 

Table 6 
Bias (RMSE) for mean horizontal wind speed (U) and potential temperature (Θ) 
calculated for CFD versus observations; data reported for shallow and deep mine 
cases; data reported under various thermal stability conditions.  

Mine 
Type 

Ref. data P1 P2 P3 Pavg 

Thermally unstable 
Shallow U (TAB) [m 

s− 1]  
0.00 
(0.42) 

0.12 
(0.48) 

0.41 
(0.57) 

0.18 
(0.49)  

U (Sodar) [m 
s− 1]  

0.37 
(0.79) 

0.44 
(0.97) 

0.79 
(1.00) 

0.53 
(0.92)  

Θ (TAB) [K]  0.08 
(0.18) 

0.12 
(0.22) 

− 0.08 
(0.15) 

0.04 
(0.18) 

Deep U (TAB) [m 
s− 1]  

0.45 
(0.56) 

0.27 
(0.45) 

0.50 
(0.68) 

0.41 
(0.56)  

U (Sodar) [m 
s− 1]  

0.80 
(1.01) 

0.63 
(0.89) 

0.93 
(1.09) 

0.79 
(1.00)  

Θ (TAB) [K]  − 0.11 
(0.17) 

− 0.11 
(0.17) 

− 0.11 
(0.17) 

− 0.11 
(0.17) 

Thermally neutral 
Shallow U (Sodar) [m 

s− 1]  
− 0.21 
(0.56) 

− 0.02 
(0.53) 

0.86 
(1.03) 

0.21 
(0.71) 

Deep U (Sodar) [m 
s− 1]  

0.25 
(0.55) 

0.09 
(0.52) 

0.22 
(0.52) 

0.19 
(0.53) 

Thermally stable 
Shallow U (TAB) [m 

s− 1]  
1.69 
(1.71) 

1.77 
(1.79) 

1.54 
(1.56) 

1.40 
(1.69)  

U (Sodar) [m 
s− 1]  

− 0.41 
(0.88) 

− 0.20 
(0.69) 

0.00 
(0.73) 

− 0.20 
(0.77)  

Θ (TAB) [K]  0.33 
(0.44) 

0.33 
(0.37) 

0.18 
(0.25) 

0.28 
(0.35) 

Deep U (TAB) [m 
s− 1]  

1.69 
(1.75) 

1.29 
(1.30) 

1.22 
(1.25) 

1.40 
(1.43)  

U (Sodar) [m 
s− 1]  

0.25 
(0.92) 

0.26 
(0.78) 

0.12 
(0.60) 

0.21 
(0.77)  

Θ (TAB) [K]  0.36 
(0.39) 

0.04 
(0.09) 

− 0.01 
(0.28) 

0.13 
(0.25)  
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the depression, transporting warm air from aloft down into the 
depression, while typically producing only a small disturbance to the 
stable air mass in other parts of the depression. This wave further causes 
a rising structure of air from the bottom of the depression upward into 
the atmosphere even beyond the surface layer above grade (>200 m). 

Fig. 8 shows the spatial variability of the passive scalar field ac-
cording to thermal stability conditions and mine depth. The dispersion 
patterns are a direct consequence of flow fields shown in the previous 
figure. Again, only under the thermally neutral condition, skimming 
flow is predicted, where the passive scalar circulates inside the mine and 
then exists downstream as a vertically thin plume confined to elevations 
below the top of the surface layer (<200 m), which is in agreement with 
the CFD study of Flores et al. (2014) (their Fig. 7a). 

For the thermally unstable case, propagation of the passive scalar 
upstream and upward is predicted. In the thermally unstable case due to 
turbulent vertical mixing downstream of the mine, the plume exits the 
mine as a thick layer reaching altitudes up to and beyond 1000 m within 
the ABL. In the deep plume at the downwind edge of the mine, due to the 
large standing vortex in the mine that transports tracer to large heights, 
the plume rise is more significant for the deep mine than the shallow 
mine. Simulations of Flores et al. (2014) (their Fig. 7e) reveal similar 
dispersion patterns, in comparison to the neutral case, where the plume 
rise in the atmosphere is more significant. Aircraft observations of 
Gordon et al. (2015) for a real mine representing the shallow mine here 
also revealed that under thermally unstable conditions, the plume can 
rise up to a significant portion of the ABL. 

For the thermally stable case, the plume dispersion phenomenon is 
different for the shallow and deep mines. For the shallow mine, a thin 
vertically shallow plume is predicted downstream of the mine, which is 

confined within the surface layer, in agreement with WRF simulations of 
Nambiar et al. (2020b) (their Fig. 7) for a real mine comparable to the 
shallow mine in this study. However for the deep mine, a vertical rise of 
the plume is predicted at the center of the mine as a direct consequence 
of the standing wave. In contrast to the thermally neutral case, this 
causes a deep plume within a substantial portion of the ABL downstream 
of the mine. 

Fig. 9 shows the horizontal pattern of the passive scalar and velocity 
fields over a horizontal slice at 10 m above grade (not terrain following). 
In fact Figs. 7–9 show the complex three dimensionality of the flow field 
in the present simulations, which reveal the value of CFD simulations in 
helping understand atmospheric transport. The wind speed at 10 m 
above grade is much lower under thermally unstable condition than the 
thermally neutral and stable conditions. Lower wind speeds under un-
stable conditions are likely due to the presence of a well-mixed 
convective surface layer, characterized by a near-constant distribution 
of wind speed with height due to strong vertical mixing (Kaimal et al., 
1976). The high wind speed under stable conditions may be due to sharp 
vertical gradients in the wind speed in the surface layer, which is typi-
cally due to suppressed vertical mixing and has been well documented in 
the literature (Nieuwstadt, 1984; Mahrt and Vickers, 2006). The top 
view of the wind velocity vectors and passive scalar field show distinct 
spatial patterns. Horizontal wind circulations inside the mine can be 
noted under all configurations but are particularly accentuated with the 
deep mine under the thermally stable case. Such horizontal circulations 
were also noted by Nahian et al. (2020) for an enclosed earth depression 
using WRF simulations (their Fig. 7e and f). Under the thermally un-
stable and neutral cases, large passive scalar values appear as a ring 
surrounding the mine edge in all directions, possibly due to strong 

Fig. 7. Wind field velocity vectors and magnitude contours for thermally unstable (a and b), thermally neutral (c and d), and thermally stable (e and f) cases for the 
shallow (a, c, e) and deep (b, d, f) mines. 
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vertical mixing, vertical circulations, and slope flows along the mine 
walls. However, under the thermally stable case, such rings are not 
formed, but the plume is displaced out of the mine via the standing wave 
in the downstream direction. This transport mechanism is more 
noticeable for the shallow mine since the wave for the deep mine 
transports the plume higher in the surface layer, so that it would not be 
probed at 10 m above grade. Another interesting note is the asymmetric 
structure of the flow and passive scalar fields in the span-wise direction 
despite the symmetry of the topography in that direction. Such a feature 
was also noted by Flores et al. (2014), who showed the asymmetry of 
plume dispersion for a symmetric circular mine (their Figs. 6 and 7). 

3.2.1. Surface-layer profiles 
Fig. 10 shows the profiles of normalized mean x-component wind 

velocity outside (P1 to P10) and inside (P11 to P13) the shallow and deep 
mines. For this normalization the friction velocity at 10 m alitute on P3 is 
chosen. The velocity component increases downstream of the mine in the 
lower portion of the surface layer (z < 50 m), in agreement with the 
observation of Nahian et al. (2020) (their Fig. 5a), who measured 
enhanced up-slope winds over the edge of a mine comparable to the 
shallow mine. Examining the profiles inside the mine (P11 to P13), it can 
be seen that for the shallow mine, back flows (or circulations) occur under 
most thermal stability conditions, where Ux < 0 on one or more of such 
profiles. Such circulations have been also predicted by Nahian et al. 
(2020) (their Fig. 7e). On the other hand, back flow is predicted to 
enhance for the deep mine case. Similar back flow conditions were pre-
dicted by simulations of Flores et al. (2014) in a deep mine under the 
thermally neutral and unstable conditions (their Fig. 3a and e). 

Fig. 11 shows the profiles of normalized mean z-component of the 
wind velocity outside (P1 to P10) and inside (P11 to P13) the shallow 
and deep mines. The most notable mean advective flow in the vertical 
direction is associated with the deep mine under the thermally stable 
conditions. The vertical motion is best described by the standing wave 
formation. Here on the lee side of the mine (P11) warm air is transported 
from aloft toward the bottom of the mine (Uz < 0), while the rising flow 
due to this standing wave is notable on the center of the mine (P12), 
wind side of the mine (P13), and downstream of the mine (P6) (Uz > 0). 
A similar flow structure was observed by Lehner et al. (2016) (their 
Figs. 2b and 10) associated with a natural earth depression comparable 
to the deep mine. Clements et al. (2003) and Lehner et al. (2016) 
characterized the wave in such a way that areas of strong wind are 
remained relatively confined, with comparatively weak wind speeds 
above the descending flow and quiescent conditions in the center of the 
mine below the wave crest (Fig. 10 in Lehner et al. (2016)). 

Fig. 12 shows the change in potential temperature profiles from the 
surface outside (P1 to P10) and inside (P11 to P13) the shallow and deep 
mines. In the upstream of the mine, the thermally unstable (∂Θ/∂z < 0), 
neutral (∂Θ/∂z ∼ 0), and stable (∂Θ/∂z > 0) conditions can be distin-
guished near the surface (z < 25 m). However, inside and downstream of 
the mine the profiles of the mean potential temperature become more 
uniform, particularly under the thermally stable conditions. This is 
indicative of turbulent and advective mixing in these regions, which 
result in more uniform distribution of potential temperature in the 
vertical direction. The tendency of the formation of the isothermal layer 
is hypothesized to be due to air circulations and mixing inside the mine 

Fig. 8. Passive field contours for thermally unstable (a and b), thermally neutral (c and d), and thermally stable (e and f) cases for the shallow (a, c, e) and deep (b, d, 
f) mines. 
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Fig. 9. Wind field velocity vectors and passive scalar contours for thermally unstable (a and b), thermally neutral (c and d), and thermally stable (e and f) cases for 
the shallow (a, c, e) and deep (b, d, f) mines on a horizontal cross section at 10 m above grade. 

Fig. 10. Profiles of normalized mean velocity in the x-direction (Ux) outside (P1 to P10) and inside (P11 to P13) the mine for different thermal stability cases and 
topographies; a) shallow and b) deep mines. 
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and air incursions across the depression edge (Whiteman et al., 2008). 
Particularly during the thermally stable conditions, similar potential 
temperature profiles were observed by Nahian et al. (2020) (their 
Fig. 5b) and Clements et al. (2003) (their Figs. 5, 8 and 9), Whiteman 
et al. (2008) (their Fig. 10), and Lehner et al. (2016) (their Fig. 8). 

The normalized mean passive scalar mixing ratio profiles outside (P1 
to P10) and inside (P11 to P13) the shallow and deep mines are pre-
sented in Fig. 13. In agreement with Fig. 8, under thermally unstable and 
neutral cases the flow structure in the mine causes a back flow so that the 
passive scalar is transported upstream, and it is detected on P5. The back 
flow is the direct consequence of flow circulation inside the mine closer 
to the lee side, where Ux < 0 on P11 in Fig. 10. Under the thermally 
stable conditions, however, no propagation of the passive scalar is pre-
dicted upstream. On the downstream side of the mine several features 
can be noted. Under the thermally neutral case, simulations for both the 
shallow and deep mines show a thin passive scalar plume limited to the 
lower part of the surface layer (z < 25 m) on P6, which is diluted on the 
subsequent profiles. This is the artifact of the skimming flow. Under the 
thermally unstable case, the deep mine simulations show greater level of 
mixing so that the plume reaches higher in the surface layer on P6. For 

both the shallow and deep mines the plume is diluted on the subsequent 
profiles due to enhanced mixing downstream of the mines. The most 
interesting feature is the structure of the plume downstream of the mines 
under the thermally stable conditions. In agreement with Fig. 8, for the 
shallow mine, the plume is predicted to rise at a short distance down-
stream of the mine (Uz > 0 on P6 in Fig. 11) to cover the majority of the 
surface layer on P6; however, on subsequent profiles, subsiding flow 
occurs (Uz < 0 on P8 and P9 in Fig. 11) that cause the plume to be 
detected only on the lower portion of the surface layer (z < 25 m) on P8 
and P9. For the deep mine, and due to the standing wave transporting 
the plume above the surface layer downstream of the mine, no indica-
tion of the plume is noted on P6 to P10, possibly due to advective 
transport and turbulent mixing that result in displacement and dilution 
of the plume upward, respectively. 

The profiles of normalized turbulent sensible kinematic vertical heat 
flux outside (P1 to P10) and inside (P11 to P13) the shallow and deep 
mines are presented in Fig. 14. Upstream of the mine, the positive heat 
flux can be noted for the thermally unstable case and negative heat flux 
for the thermally stable case (P3 to P5), which are typical of surface 
layers over flat and homogeneous lands. Most notably, the mines 

Fig. 11. Profiles of normalized mean velocity in the z-direction (Uz) outside (P1 to P10) and inside (P11 to P13) the mine for different thermal stability cases and 
topographies; a) shallow and b) deep mines. 

Fig. 12. Profiles of change in mean potential temperature from the surface (Θ) outside (P1 to P10) and inside (P11 to P13) the mine for different thermal stability 
cases and topographies; a) shallow and b) deep mines. 
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influence the magnitude and sign of the heat flux under the thermally 
stable case. For the shallow mine, it is observed that the magnitude of 
the negative heat flux is enhanced near the top of the surface layer on 
profiles P11 and P12. This could be due to formation of a shear layer and 
enhanced turbulence at this height. The heat flux on the downstream 
side becomes positive, possibly due to the subsiding of warm air into the 
mine and its rise downstream. For the deep mine, the presence of the 
standing wave and its influence on the heat flux can be noted on profile 
P12. Near the bottom of this profile, the heat flux is positive, due to the 
subsidence of warm air from aloft that reaches the wave bottom and 
contributes to an overall warming due to vertical turbulent exchange. 
Near the top of this profile, the heat flux is negative, due to interaction of 
the wave crest with cold stream of air above with an overall cooling due 
to vertical turbulent exchange. 

Figs. 15–17 show the normalized resolved, SGS, and total TKE, i.e. 
kres, ksgs, and ktot, respectively, outside (P1 to P10) and inside (P11 to 
P13) the shallow and deep mines. Note that the total kinetic energy is 
the sum of the resolved and SGS parts, i.e. ktot = kres + ksgs. The per-
centage of kres out of ktot is a critical parameter to evaluate the capability 
of an LES method to simulate fluctuating eddies and their role in 

transport phenomena (Rasam et al., 2011). In economized VLES 
methods equipped with wall functions, it is acceptable to model a great 
fraction of ktot near the walls, while typically greater than 60–80% of ktot 
shall be resolved away from the walls (Aliabadi et al., 2018). This 
condition is met by the model, where above z = 25 m, most of ktot is 
resolved. This pattern can be seen from Figs. 15 and 16. The fraction of 
ktot resolved on profile P8 is calculated, as the flow field is fully devel-
oped at this location downstream of the mine where the effects of the 
mine and thermal stability conditions have been experienced by the 
flow. For this profile, on average for all three stability conditions for the 
shallow mine, between 65 and 75% of ktot is resolved in elevations from 
z = 25 m to z = 50 m. Examining locations above z = 50 m, the simu-
lation results show that even a greater portion of ktot is resolved. The 
average fraction of ktot resolved for the deep mine in all thermal stability 
conditions is about 90% above z = 25 m. 

Focusing on the profiles in Fig. 17, it is noted that in both shallow and 
deep mine cases, higher levels of ktot exist inside the pit compared to the 
outside. This can be an artifact for the presence of sloped flow, circu-
lations, shear layer, and other complex flow phenomena that generate 
turbulence. Furthermore, the stepped walls of the mine contribute to 

Fig. 13. Profiles of normalized mean mixing ratio (S) outside (P1 to P10) and inside (P11 to P13) the mine for different thermal stability cases and topographies; a) 
shallow and b) deep mines. 

Fig. 14. Profiles of normalized turbulent sensible kinematic vertical heat flux (wθ) outside (P1 to P10) and inside (P11 to P13) the mine for different thermal stability 
cases and topographies; a) shallow and b) deep mines. 
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increasing the surface roughness and turbulence. The enhancement of 
ktot inside earth depressions have also been predicted by Silvester et al. 
(2009) and Aliabadi et al. (2017). A higher amount of ktot is predicted in 
the deep mine compared to the shallow mine, possibly due to more 
abrupt topographical changes and enhancement of circulations. Down-
stream of the shallow mine, and under the thermally unstable condi-
tions, a local peak for ktot is predicted on profiles P7 to P9 at about z =
25 m, which is indicative of a shear layer and a local low-level jet caused 
by topography. 

Fig. 18 shows the profiles of normalized advective plus turbulent flux 
of the passive scalar in the x-direction (US+ us) outside (P1 to P10) and 
inside (P11 to P13) the shallow and deep mines. Under the thermally 
unstable and neutral conditions, the back flow caused by the flow cir-
culation in the mines results in a positive flux upstream of the mines on 
P5 below z = 15 m in both cases. Inside the deep mine, the formation of a 
circulation of plume under the thermally unstable conditions is evident. 
The circulation pushes the passive scalar toward the mine wall and 
causes the passive scalar to exit from the lee side (P11) and wind side 
(P13) of the deep mine. A similar pattern of particle movements inside a 
deep mine has been predicted by Flores et al. (2014) (their Fig. 7c and e). 

The downstream profiles under the thermally unstable conditions show 
a thin plume under z = 40 m for both shallow and deep mines (P6). 
These results are in agreement with those of Flores et al. (2014), who 
also showed that in a deep mine, the plume height after the pit is higher 
under thermally unstable conditions than the thermally neutral condi-
tions (their Fig. 7a and e). Again, due to the standing wave formed for 
the deep mine under the thermally stable condition, no notable flux can 
be predicted downstream of the mine in the surface layer. The flux is 
rather distributed over a significant portion of the boundary layer. 

Fig. 19 shows the profiles of normalized advective plus turbulent flux 
of the passive scalar in the z-direction (WS+ ws) outside (P1 to P10) and 
inside (P11 to P13) the shallow and deep mines. The most notable 
feature here is the impact of the standing wave on the flux for the deep 
mine under the thermally stable condition. Here a large component of 
the vertical flux is predicted at the center of the mine on profile P12. This 
is due to the rising structure of air that transports the passive scalar 
vertically out of the mine. 

The flow complexities noted here warrant a closer investigation of 
diagnostic meteorological models based on the Gaussian plume disper-
sion paradigm. It is expected that the Gaussian plume models yield 

Fig. 15. Profiles of the normalized resolved TKE (kres) outside (P1 to P10) and inside (P11 to P13) the mine for different thermal stability cases and topographies; a) 
shallow and b) deep mines. 

Fig. 16. Profiles of the normalized sub-grid TKE (ksgs) outside (P1 to P10) and inside (P11 to P13) the mine for different thermal stability cases and topographies; a) 
shallow and b) deep mines. 
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dispersion results substantially different from those predicted using this 
CFD analysis, particularly if they attempt to predict dispersion transport 
over complex terrain with topographical unevenness. 

4. Conclusions and recommendations 

In this study atmospheric flow and transport were simulated using 
Computational Fluid Dynamics (CFD) inside and surrounding two syn-
thetic open-pit mines of different depths under different thermal sta-
bility conditions. A Very Large Eddy Simulation (VLES) method was 
used, which was capable of resolving the turbulent fluctuations in the 
interior of the domain, while modeling transport phenomena near walls 
using wall functions. The main objective was to investigate the effects of 
mine depth and thermal stability on the flow structure and dispersion of 
a fugitive passive scalar released from the surface of the mines. Six 
simulations were conducted for two mine depths: a shallow (~ 100 m) 
and a deep (~ 500 m) mine; and three thermal stability conditions 
aimed at matching the friction velocity u* and Obukhov length L from an 
observation dataset: thermally unstable (u* = 0.25 m s− 1, L = − 11 m), 
thermally neutral (u* = 0.46 m s− 1), and thermally stable (u* = 0.12 m 

s− 1, L = 9 m) conditions. The CFD model was evaluated against field 
observations within the surface layer upstream of the mines to gain 
confidence on its predictions. 

For the shallow mine, the following predictions were made. Under 
thermally unstable conditions substantial mixing and rising of the pas-
sive scalar plume occurred downstream of the mine, so that the plume 
was diluted and had a depth that reached a large portion of the Atmo-
spheric Boundary Layer (ABL). Under thermally neutral conditions, 
skimming flow was predicted, and the plume rise was limited to the 
surface layer downstream of the mine. Substantial circulation of flow 
inside the mine was predicted under both thermally unstable and neutral 
conditions. Under the thermally stable conditions, less flow circulation 
was predicted inside the mine, and the plume rise was limited to the 
surface layer downstream of the mine. 

For the deep mine under thermally unstable conditions substantial 
mixing and rising of the passive scalar plume occurred downstream of 
the mine, so that the plume was diluted and covered within a greater 
portion of the ABL than the other thermal stability cases. Also, under 
thermally neutral conditions, the skimming flow was predicted, 
restricting the plume to the surface layer down stream of the mine. In the 

Fig. 17. Profiles of the normalized total TKE (ktot = kres + ksgs) outside (P1 to P10) and inside (P11 to P13) the mine for different thermal stability cases and to-
pographies; a) shallow and b) deep mines. 

Fig. 18. Profiles of normalized advective plus turbulent flux of passive scalar in the x-direction (US+ us) outside (P1 to P10) and inside (P11 to P13) the mine for 
different thermal stability cases and topographies; a) shallow and b) deep mines. 

S. Kia et al.                                                                                                                                                                                                                                      



Journal of Wind Engineering & Industrial Aerodynamics 214 (2021) 104677

20

stable case a standing wave formed, which brought warm air from aloft 
upstream of the mine into the bottom of the mine, and a rising flow 
structure transported the passive scalar upward from the center of the 
mine into the ABL above surface layer. 

Predictions of transport phenomena by the VLES method associated 
with the depth of the mines and thermal stability conditions were re-
ported in this study. The meteorological flow fields predicted by this 
VLES method can be ingested in other operational tools for more accu-
rate estimates of air pollution dispersion and emission flux from complex 
terrains. In addition, the model can be used stand-alone for future 
assessment of transport phenomena inside and surrounding real mines. 
Given the flow complexities noted in this study, a follow-up study is 
planned, where the CFD results will be compared, as a benchmark, to the 
results of diagnostic meteorological models based on the Gaussian 
plume dispersion paradigm, which are commonly used in the industry. 

Despite the advantages, the VLES method has some limitations for 
real investigations that require further research. This model cannot 
simulate very low wind speed conditions, which is a characteristic of 
some thermally stable boundary layers at nighttime. This application 
would require further research and development for the model. The inlet 
boundary conditions for the model need to be carefully adapted for each 
atmospheric state. The model cannot incorporate horizontal variations 
of meteorological fields at meso scale (wind direction change, 
meandering, etc.) so there are limitations on the scale at which the 
model can be used successfully. To be used at larger scales, the model 
may be coupled or nested with the Weather Research and Forecasting 
(WRF) model for appropriate specification of inlet and boundary 
conditions. 

5. Availability of code and data 

The Atmospheric Innovations Research (AIR) Laboratory at the 
University of Guelph may provide the confidential supporting field data 
via the authorization of the data owners. The AIR lab will provide the 
model source code upon request. For access, contact Principal Investi-
gator Amir A. Aliabadi (aliabadi@uoguelph.ca). 
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